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Artificial Intelligence and Machine Learning Town Hall — Agenda

Town Hall Introduction & Welcome

Mauro Tilocca, TIM

Data and Al Architecture Strategy — Deutsche Telekom Perspective
Mohammad Sharifan, Deutsche Telekom AG

Al based Cognitive Robotics: Changing the Way we Work
Bernd Heinrich, Chief Growth Officer, NEURA Robotics

Al&ML for TIM network

Roberta Giannantonio Head of Data Network Learning (Al for Operations), TIM

Harnessing Machine Learning for Enhanced Optical Networks: A State
of the Art Update from IETF

Adrian Farrel, Managing Director, Old Dog Consulting

Al/ML use cases for Access Network Management
Benoit Drooghaag, AI/ML Application Expert, Nokia

/. Al Applications and Impacts on Broadband Network
Aihua Guo, Principal Architect, Futurewei Technologies

8. EU funded AI@EDGE innovation project

Jovanka Adzic, Technical & Project Leader, TIM
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Data and Al Architecture

Challenges of a Large Enterprise Telco

Mohammad Sharifan
Lead Data and Al architect
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Focus is creating business Impact

$ | By Business Impact

Al / ML Model

Al Tool Stack / MLOps, Data Labeling, Data Categorization

Data Platforms / state of the art tooling, data pipelining,
Data Quality optimization

Data Management Rules, Data Ownership
and Data Quality at Process, Data Sharing

Data Sources, Data Access,
Data Quality at the Source
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Architecture PiLlars

PLATFORM

MAIN TOOLSTACK &
SPECIAL SOLUTIONS

DOMAIN

DRIVEN DESIGN
& COLLABORATION
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Data platform

Analytics apps/UC
(microservice,
runtime, online)

Analytic Apps /
UC/ Visualization /
(mostly offline)

Feature store

Realtimeevent
processing
(Stream)

Batch processing &
exploration

Serving Layer
Data storage
(data lakes, DWHS,
lakehouse etc.)

Batch & realtime ingestion

Stream data

Data mgmt. & data governance
(DQ, DC, DModel, MDM, ...)
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Data pipeline orchestration, automation
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Analytics apps/UC

Architecture PilLlars o ol R
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Data pipeline orchestration, automation
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Different use case

fulfill

Use case
category

Use case
examples

Requirement
examples

Real-time operations /
Service delivery

Closed loop network
steering

99.999 availability,
limited outage
coverage, integrated in
SA/ZTN close to
applications

AlOps

Fulfillment,
Assurance,
power steering

99.96 ! Availability,
Essential for 1st Line

Network planning

Bl, reporting,

process mining

Assisted planning
with environment
impact / RAN
Antenna
optimization

External data access,
8x5 availability

Analyzing of
process flows,
Business-reports

Cross
Organizational
Data, financials,
SLA 8x5 but special
day time are
mandatory

Low

categories have special architecture requirements to

Explorative analytics
/ playground

Discovering
interdependencies,
training Al algorithms,
anomaly detection

Broad & complete
data access, highest
scalability,

8x5 availability, longer
history of data




Al Products: Perception versusReaIity

= Building the prototype is often the least costly step of

= Al Products are mostly about Al/ML =53
2 i & productizing

= Team structure reflects perception = Weeks to build Al prototype in notebook
®= months to launch on production environment
= ML experts do not have experience with operations

Data
Verification ‘
Machine

Resource
Management

Data Collection
Machine

Data Resource Monitoring

Management

Verification
Data Collection

Serving
ML Code Infrastructure

Configuration Serving

Configuration
Monitoring

Feature
Extraction
Process Management Analysis Tools
Tools

Infrastructure
E Analysis Tools

Feature Extraction Process Management
Tools
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https://papers.nips.cc/paper/5656-hidden-technical-debt-in-machine-learning-systems.pdf

Abstract Data Science frameworks from operational aspects
More focus on automation of ML operation (Mlops)

B
———— 1221
/ + = + 5
Code Model Data

* How to ensure the handover from PoC to
operations?

* How to reduce the cost and complexity,
while developing the ML use case?

* How to ease the knowledge transfer
between Domain experts and ML
experts?

Select ML frameworks problem specific
FOCUS on ML Tasks

Data Sets Auto ML Prediction
API

S <[>

B §| B
2330 o] [iiii o]
BHIO | B0 Prediction APIs

Train Deploy Serve as a Service

HIDE Complexity of platform aspects
Train and RUN on best suitable platform
SCALE on shared resources

-intern-
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Al based Cognitive Robots:
Changing the Way we Work, Live & Play

Dr. Bernd Heinrichs
Chief Growth Officer

NEURA Robotics

!
© NEURA thH | 2023 | Confidential 17
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ROBOTICS

About NEURA

‘ S 0 Hamburg
180+ amazing employees R&D & hardware

@ 30+ nationalities
o Bielefeld

Two-arm robotics &
mobile manipulation

‘/& Designed & engineered

in Germany Established in 2019
y
N=ULIRN
‘V ] fundi A—
l” Recent $100+ Mio. USD funding ROBOTICS
Patented and pioneering o
. Riederich
TeChnOIOgIeS 0 SW lab, production
Metzmgen
o Headquarter, workshop o Munich
Award-winning products R
it gp

© NEURA Robotics GmbH | 2023 | Confidential 19
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From automation to collaboration

Simple automation Industrial robots Collaborative robots

D, @ o

© NEURA Robotics GmbH | 2023 | Confidential 21
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Plenty of cobots to choose from ...

o e = J { R

© NEURA Robotics GmbH | 2023 | Confidential 22
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. yet they are far from being truly collaborative

Gripper Robot
$ 2,500 — 20,000 ?/‘ $ 25,000 — 100,000

|V
\“‘

Camera
S 10,000 - 40,000

ﬂ‘ W/'
;‘\

\ Large quantities required

u Additional software

™ SR $ 10,000 — 30,000
Safety rating ' »

$ 5,000 — 20,000 s Q Integration
Q $ 30,000 — 80,000

© NEURA Robotics GmbH | 2023 | Confidential 23
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Why we don’t have more robots in our lives

NoFULL

AUTONOMY

© NEURA Robotics GmbH | 2023 | Confidential
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® Can’trecognize
?
humans

No integrated
Z
/&S senses

~I™
’:L“ Not connected

(T) Unable
to predict

w— Not
affordable

24



Comprehensive environmental perception

and interaction in one device

The future of robotics

© NEURA Robotics GmbH | 2023 | Confidential
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Bringing cognitive abilities to robots

Perception Understanding
of the environment complex situations

Learning continuously

© NEURA Robotics GmbH | 2023 | Confidential
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Intuitive and
safe interaction

with the physical world

26
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Comprehensive portfolio of robotic assistants

MANAV" LARAN MAIRANA MIPA

Multi-Sensing Lightweight Agile Multi-Sensing intelligent My intelligent
Autonomous Vehicle Robotic Assistant Robotic Assistant Personal Assistant

© NEURA Robotics GmbH | 2023 | Confidential 27



Creating next-level technology

High performance User

robot hardware experience
Artificial Safety
Intelligence architecture

5G/6G
connectivity

© NEURA Robotics GmbH | 2023 | Confidential
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Advanced
motion SW

Smart
sensors

28
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Touchless Safe Human Detection technology

Enabling an unprecedented level of interaction between human and robot

Completely safe

el = TUV approved concept
- = PLe Cat.3 /SIL3
@ S = Redundant & diverse technology
. : , : Precise detection
——u—— dii - e => Recognition of people/individual body parts
l \ => Detection of size and speed of people

= Multiple meters of range

Unlimited application areas

: = Can be integrated into any device
or as an external device

© NEURA Robotics GmbH | 2023 | Confidential 29
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Sneak peak: The future of intralogistics

Advanced Al, 5G/6G connectivity and sensors enable unparalleled interaction and safety

Artificial intelligence
Path optimization, smart interaction

Safe human detection
Touchless sensor technology

3D voice recognition
Voice commands, identification and tracking

3D vision O
Object identification, mapping ‘

5G/6G connectivity
Fleet management, peer2peer comms

© NEURA Robotics GmbH | 2023 | Confidential 31
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Seamless fleet management

Efficiently streamline and control a group of MAVs in any indoor environment

Dynamic mapping
Job status

Fleet Management Real-time monitoring
f:—_. a5a ) Robot location
Traffic control

A Route prioritization

Data collection for workflow optimization

Battery level status

© NEURA Robotics GmbH | 2023 | Confidential 32
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The super-brain for a community of cognitive robots
Al Hub

Safe
local cloud

Secure o i
é E
data transfer

oo Creating
swarm intelligence

© NEURA Robotics GmbH | 2023 | Confidential 35
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M - p My Intelligent
I Personal Assistant

The multi-purpose and intelligent robotic assistant to amplify humanity.

© NEURA Robotics GmbH | 2023 | Confidential

@

Multi-modal
interaction

Integrated Al

Touchless Safe Human
Detection technology

Platform approach: from
industrial to private home

OOOOOOOO









Thank you!

we serve humanity.

© NEURA Robotics €
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Harnessing Machine Learning for Enhanced Optical Networks

A State of the Art Update from the IETF and IRTF

Adrian Farrel — Old Dog Consulting
adrian@olddog.co.uk

Daniel King — Old Dog Consulting
daniel@olddog.co.uk
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Mz.-Weisenau
Understanding

Ob jectives of This Talk e

Examine the role of Machine Learning (ML) in enhancing fixed networks, Oppenheim
cruaal in modern telecommunications PP
Nierstein

* Focus on improving optical network performance, reliability, and scalability AT
using ML, including: | |

* Fault Localisation and Diagnosis

* Capacity Planning and Resource Allocation Mz -Innenstadt

* Network Optimisation

—

* Highlight the adaptation of the Internet Engineering Task Force's (IETF)
Event Condition Action (ECA) framework for optical networks, integrating
ML for smarter operations

* Discuss the implementation of ML in optical network management through
the IETF ECA framework and YANG models

 Demonstrate industry use cases to show the impact of these technologies on optical network
efficiency and their future potential

* Emphasise ongoing ML research and developments by the Internet Research Task Force (IRTF)
and engineering efforts within the IETF
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Yes, but is it intelligence?

* We try to avoid saying “Artificial Intelligence”
* A ubiquitous term, too much industry hype, and lack of focus for fixed networks
* “Machine Learning” is a better phrase, but be careful!

* We are not (yet) talking about algorithms that self-tune
* We are talking about sophisticated algorithms that spot pattens and suggest relationships

44



Building Blocks

e Optical Fixed Networks
* Transmission technologies
* Performance monitoring and fault detection
* Network control and management

* Management models and systems
* Architectural models
* Fine Grain Network Management (FGNM) for optical networks
* YANG Models

Convert events into actions
* Reporting incidents
* Event Condition Action (ECA) framework

The ML glue
* Data profiling
* Rapid response
* Predictive actions

Value add
* Automating network operation and optimisation
* Intelligent fault diagnosis and failure prediction
* Anomaly detection and security hardening

45



I[ETF Work on Optical Fixed Networks

* The IETF (Internet Engineering Task Force) is the foremost standards body for Internet protocols
and technologies, including those related to optical fixed networks.
* |ETF optical work includes:
* Generalized MPLS (GMPLS): Extending the MPLS protocols to optical networks

* Data Modeling for Optical Networks: YANG modules that model the configuration and
operation of optical fixed networks.

* Performance monitoring and fault detection: YANG models for reporting performance
monitoring of optical resources
* Recent work in the IETF for optical networks includes:

« Abstraction and Control of Traffic Engineered Networks (ACTN): This framework provides a
unified approach to managing and controlling both MPLS and optical networks

* Packet-Optical Integration (POI): This involves tightly integrating packet and optical layers for
more efficient network operation

 The IETF has collaborated with other standards bodies like the ITU-T and OIF to ensure
harmonisation and to meet the protocol requirements of future optical technologies



Abstraction & Control of TE Networks (ACTN)

e What is ACTN?

* A framework for the virtualization and control of multi-domain and multi-layer networks

* Efficient orchestration of network resources across various technologies, including CNC
optical networks

* RFC 8453 (framework), RFC 8454 (information models)
* ACTN for Optical Networks

* Dynamic provisioning and optimization of optical network resources
* Creation of virtual network services over physical optical infrastructure MDSC
* Integration of packet and optical networks draft-ietf-teas-actn-poi-applicability

. Key ACTN Components

Customer Network Controller (CNC): Interfaces with clients to receive service requests
and translates them into network requirements [ } [

Customer

Network Operator

*  Multi-Domain Service Coordinator (MDSC): Orchestrates services across multiple
domains, ensuring end-to-end connectivity and performance

* Provisioning Network Controller (PNC): Manages network resources within a specific /’ i
domain, executing the commands from MDSC / :

/ |

« Benefits for Optical Networks / |

* Enhanced scalability and flexibility through dynamic resource allocation and
virtualization

* Improved efficiency in multi-layer and multi-domain optical network operations

* Simplified management and operations through centralized control mechanisms with
common YANG models

Virtual
Network

Physical
Network

Physical
Network
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VRN
ACTN and CloudCo 9 brocdband
@) orum |
* Similar objectives
* Openness and programmability are key
* Exposure of external interfaces to allow “plug-and-play” implementations
* Architectural components may be realised in different places
* Management systems or network nodes

* Similar functionality
* Unsurprising as the same features need to be managed

* CloudCo includes management of VNF and function such as compute and value added
services

* ACTN focusses on connectivity services and designed for recursive applicability
e Stacked network virtualisation
e Multiple network technologies

* An interesting project would be to show the integration of CloudCo and ACTN

* Perhaps that would be a white paper, perhaps a joint IETF/BBF activity

* A broader IETF picture is “Application-Based Network Operations (ABNO) RFC 7491
* Pre-dates ACTN
* Includes more functions, but still not a broad as CloudCo




ACTN For Fine-Grain Network Management
of Optical Networks (ACTN FGNM) o

* Optical networks have been managed using FCAPS Costomer

SySte ms i Network Operator
e (Fault, Configuration, Accounting, Performance, and Security)
e E.g., Multi-Technology Operations System Interface (MTOSI) Policy _____[ MDSC }
e E.g., Common Object Request Broker Architecture (CORBA) ’/‘"_ .
|

* Initial ACTN work focused on provisioning and \ | ACTNFONM

V|rtuaI|sat|.on _ _ [ 0SS } / Domain Controller \
* No detailed consideration of FCAPS : .

* But it is easy to integrate FGNM into the ACTN 1 NMS/EMS
architecture . Mo S
draft-gstk-ccamp-actn-optical-transport-mgmt FCAPS

* Built on existing IETF YANG models -

e Offers an evolution from MTOSI/CORBA to a full YANG-based
management system

\ J
\
Physical
Network

\_ /
U4
Physical
Network



IETF YANG Models for Everything

* The cookbook for IETF YANG models gets large! CNC
* Models are generic for multi-technologies

. L1 Connectivity Service I/W/I
* Thus, can include PON/Access — Stk STce Servce

Transport Client Signals | Attachment Circuit Service |

TE Service Mapping L2VPN & L3VPN Services

* Example for Packet Optical Integration

Client Signal Client Signal (FGNM) Fine Grain

Packet and—

WDM & OTN tunnel Network
Optical ~ — l Management

mpls-topo

) YANG Models

Packet-PNC 1 Optical Packet-PNC 2 Optical-PNC 2

mpls-te-tunnel
Network
— ~— Resource and
CE PE Packet BR ) BR Packet PE )) CE . .
Domain 1 Domain ‘—‘ Monito ring
2 YANG Models

Optical
Domain 2




Lessons Learned IETF YANG Modelling m

Base models should be generic and simple

* Don’t try to stick everything in one big model ACTION EFFECT
* Extend/augment for specific technologies v

* This allows maximal re-use in implementations (simplifies code)

* Lets multiple vendors use a common base model (proprietary augmentations) FE_EDBAC.K

* In the past, we have not always go this right!
e Some re-working of IETF models is ongoing

* For example:

* “A YANG Data Model for Network Inventory” is generic in the IVY working group
draft-ietf-ivy-network-inventory-yang

* CCAMP working group is working on optical extensions
draft-ietf-ccamp-network-inventory-yang

Also opens up the door for others with specific expertise (e.g., BBF)

For example:
* Could construct access-specific models based on (augmenting) the IETF models
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What is a Network Incident?

e Everyone has terminology
* Many SDOs have used different terms to describe events in the network
* No one agrees perfectly

 Why have n sets of terms when you can have n+1 ?
 The IETF needs a reference terminology
« Stake in the ground at draft-davis-nmop-incident-terminology (work in progress!)
* Some key terms
* Resource, State, Condition, Change
* Event, Incident, Problem, Cause
* Alert, Notification, Alarm

 Where can | go to find out about network incidents?
* Need a common YANG model for network incident management
* draft-feng-opsawg-incident-management
* Some key concepts
* Trouble ticketing
* Multi-layer coordination
* Incident identification / diagnosis / resolution
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Event-Condition-Action

* An Event Condition Action (ECA) framework with a YANG model is being developed
in the IETF

draft-ietf-netmod-eca-policy

* Event: A significant change or occurrence within a system

* In optical networks, an Event might be a sudden spike in data traffic or a drop in signal
quality

* Condition: A Condition is evaluated after an Event to determine whether an
action should be taken

* This is a predefined rule or set of criteria that must be met for the system to proceed with a
response

* Action: An action is executed in response to an Event if a Condition is met

* Actions are predefined responses designed to address or mitigate specific Events under
certain Conditions

* In optical networks, Actions might include rerouting data traffic, adjusting bandwidth
allocations, or initiating a maintenance protocol



Putting the Building Blocks Together

We have an architecture for top-to-bottom optical network
management

We have a fine-grained and detailed set of control,
configuration, and management YANG models

We can report and inspect “incidents”

We can apply an ECA model to iterate through configuration and control to resolve
or bypass network problems

Now we can talk about integrating with Machine Learning
* Management System and YANG and ECA and ML = Automation of Network Operations
* Enables automation of routine tasks and decision-making processes
* Leads to more efficient and rapid network operations

* Enhances the system's ability to self-manage, adapt to changes, and maintain high levels of
performance and reliability without constant human intervention
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What Do We Want ML To Do For Us?

» Capacity Planning and Resource Allocation (Predictive Provisioning)

* Optimise the allocation of network resources by predicting traffic patterns and
dynamically adjusting bandwidth and routing to ensure efficient use of the network
infrastructure. This helps manage peak traffic loads while maintaining service quality.

* Network Optimisation

* Analyse vast amounts of data from network operations to identify optimisation opportunities, such as
adjusting modulation schemes or power levels to maximize data throughput and minimize errors.

* Predictive Maintenance
* Analyse historical data and real-time performance metrics to predict potential failures or degradation in
network components before they occur. This allows for proactive maintenance, reducing downtime and service disruptions.
* Anomaly Detection
* Continuously monitor network traffic and performance, identifying anomalies that could indicate security breaches, faults, or failures.
Early detection enables swift responses to mitigate issues.
* Fault Localisation and Diagnosis
* When a problem occurs, ML can help quickly pinpoint the exact location and likely cause of the fault, significantly reducing the time
and effort required for troubleshooting.

e Security Enhancements

* ML can improve network security by identifying patterns indicative of cyber threats, such as Distributed Denial of Service (DDoS)
attacks and initiating appropriate countermeasures.
55



Example Use Case:
Fault Localisation and Diagnosis

ML can analyse patterns in historical and real-time data
* Identify anomalies
* Predict potential faults before they cause significant disruption
* Diagnose the root cause of issues

Data Collection: Collect data from various sources within the fixed network, including performance metrics, logs, error
messages, inventory, and network topology information

Model Training: Use historical data, including instances of known faults and their characteristics, to train ML models

Anomaly Detection: Deploy the trained models to continuously monitor the network in real-time. The models can detect
anomalies in the data that deviate from normal operational patterns, potentially indicating a fault.

Fault Localisation: Once an anomaly is detected, further anaIYsis is conducted to localize the fault. Correlating the
anomaly with specific network elements (like fibre links, amplifiers, or switches) and using the network topology to
pinpoint the fault's location.

Actionable Insights: Provide detailed insights and recommendations to network operators, including the fault's location,
probable cause, and suggested remedial actions.

What are the benefits?
* Reduced Downtime: Faster fault localisation and diagnosis lead to quicker resolution times
* Proactive Maintenance: Predictive capabilities can identify issues before they lead to failures.
* Operational Efficiency: Automating the fault localisation and diagnosis process reduces the need for manual intervention.
* Improved Reliability: Enhancing fault management processes contributes to overall network and service reliability.



Ongoing Research and Next Steps

* Early work is happening in the IETF and IRTF
e Digital Twin or Digital Map

* Model the existing network in software to make predictions, experiment, see realtime status
draft-irtf-nmrg-network-digital-twin-arch, draft-havel-opsawg-digital-map

* Optical Digital Twin is TBA
e Control and management of optical pluggables

* How do pluggables fit into the inventory and the management system?
draft-davis-ccamp-photonic-plug-control-arch, draft-poidt-ccamp-actn-poi-pluggable,
draft-poidt-ccamp-actn-poi-pluggable-usecases

e Security hardening for optical networks

* How can the management, control, and operations of optical networks be made more secure?
draft-doolan-ccamp-saoc-in-actn-poi, but mainly TBA

PY CO 0 p er at |V e Wor k Y | t h B B F 'cr;t:ran gl;)ci):; ;ﬁgemv;/:jos project is to develop an ONU management model that scales efficiently for OLT-ONU
* Liaison on “ONU Management at Scale” P L [ SR
https://datatracker.ietf.org/liaison/1850/ | e (O s
- : e * 4 UNIs per ONU
 Liaison on “Network Resource Model (NRM)” " L : 15882‘35 per PON
. . . . E t | e T S per
https'//datatraCker' Ietf: Org/llalson/l 895/ i PON fiber_10 :’C% This results in 15K* interfaces, just on the ONU side.
| \CEE_': Moreover, each of these interfaces has a counterpart
{ - 4 T i on the OLT side resulting in a grand total in the
eyl :d;_‘:“—-’ combined model of 30K* interfaces related to ONUs.



https://datatracker.ietf.org/liaison/1850/

How to Influence the IETF Work

The IETF is, of course, interested to hear from the BBF

What existing work is relevant? What work is ongoing? What is the IETF doing wrong?

Liaisons are often sent to the IETF to expose work and opinions

We could make more use of liaisons to work cooperatively

Individuals are free to participate in the IETF

All mailing lists are open, anyone can sign up
All opinions and thoughts are welcome
* They are received as the contributions of individuals

Bigger ideas can be submitted as Internet-Drafts

Just write it, post it, and discuss it on a mailing list
The IETF works on architectures, protocols, and external interfaces, NOT algorithms

Where do you start?

Just ask! Most IETFers will try to give you pointers
Adrian and Daniel are always willing to help

Some Relevant Working Groups and Research Groups

TEAS — ACTN and common service YANG models

CCAMP — Anything specific to optical networks

OPSAWG — Anything general about network operations

NMOP and IVY — New working groups for network management and inventory
ANIMA — Autonomic networking

NMRG — Research work related to network management
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Any (more) questions?

Any follow-up questions or requests, please contact:

Adrian Farrel — Old Dog Consulting
adrian@olddog.co.uk

Daniel King — Old Dog Consulting
daniel@olddog.co.uk

i

"My

OLD DOG CONSULTING
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Al/ML for Access Network

BBF TownHall Innovation Session
March 4th, 2024

Benoit Drooghaag

Al/ML Application Expert
Nokia
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Al/ML in Access Network

Closed-loop Automation In Network Controller Not only for controllers

- Field forces (computer vision)

Anomaly
Detection

- Helpdesk & Troubleshooting (alarm
Large correlation, RCA workflow

Language Digital Twins optimization)
Models

61 © 2024 Nokia



Automated time-series based anomaly detection

PM data KP! Behavioral Prediction Proactive
telemetry calculator model engine remediation

Subscription model Derive your own Retrained Anomalies deviating Data visualisation
with dynamic metrics to be periodically based an expected range layer and alarm
collection intervals monitored on latest data set are identified notification triggers

62  © 2024 Nokia hO( IA



Traffic [Mbps]
e e

02

0.0

Anomaly Detection — Nothing without RCA workflow & CLA

le7

2023-02-06 2023-02-07 2023-02-08 2023-02-09 2023-02-10 2023-02-11 2023-02-12 2023-02-13

Plateau =

Service tier
limit

Congestion in
PON or
Uplink

63  © 2024 Nokia

NO<IA



CLA concrete use cases

For Upsell Campaign management Dynamic PON bandwidth
management for highly loaded PONs

Access
Network
Controller

Anomaly
@ detection

Upgradé Silver m’., 1 To keep visit
[ = telco.com
¥ Bronze

|

Trigger workflow to
upgrade target users

temporarily @ 30 days

Select users eligible (///)x
for upgrade

i )
L, ¢
Data telemetry U

Offer the target group a

Roll back if end user
g:e;n t sign up after 30 OSS/BSS I
Y Senvice ¥ Gold

Al/ML App

temporary service upgrade

Measure Optimize (preventively
traffic usage | | | )

——

Access node
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Anomaly Detection

Not only for single-variate time-series

Multi-variate example (1 timestamp) : SFP data (illustration pic)

Z Temperature

15

Current
Color = SFP model
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Digital Twin

Application to PON Network Planning & Capacity

]

'
Network /

A Vetwor Networ
/I [ "?"em:" ] [":'e’mr':’“J [ s ] ["m‘“"‘""] [°’T"”""l"": } "’"““"""/,/ Can | offer 1Gbps to my GPON users today ?

'(.‘upahililyc.\po.\’un: ‘lnl:nlinpul Can | |ncrease the number Of SUbS per PON 7
[ T A / Will it still be OK'in 3 years ?

/ ; Unified data | 7 i e meik DT entity |\ Ne(:?\-(.)r.l; J
repository == - e o Mgmt I:,:‘lian
[ Functional | Network Traffic e /
| Daumgmt 4—bmodel & | planning | analysis S‘_’cl i *::;ine‘l
/1| Dataservice - Faile  Scheduling _  Quality . , Speedtest Success Probability
f Z| | detection | optimization assurance | | = . /
2 e ' = Security
Data storage GRS t --------------- 5 --------- 5 ol
User/service & : ) =
Oprt/State Network Network
Net config. clement topology S
‘ Basic opology
< >
| collection [ : = 20 e L 0.85
/ T — \ )
4 = r 0.80
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[ y Y‘Q 5 k) 8 Tz : network |
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Digital Twin for traffic engineering use cases

- Based on reference data or 5 sec telemetry from real subscribers

Subscriber data

Data collection

TN
N

Real traffic
traces DB

i,
ey

Clustering

Model
fitting

TN
N/

Traffic models
DB

e Params

* Weights

learning pipeline

- Modeled via unsupervised learning techniques — no heuristics

67
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Provide realistic and unlimited data set to feed into simulations

v

Unsupervised machine

D

Simulations

Peak rate availability

Al/ML Generalization l

Speedtest Success Probability

PIR

Number of Subscribers
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Large Language Models : Next generation of chatbot

Today : Proof of concept

On-premises or hosted

)

Question Information "Prompt" Answer ‘
Natural Native Language LLM Natural Native Language
Interface Domain Specific & Interface

Proprietary content

User guides

Installation guides
APIs specification
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Al Agent : Redefining the human-to-machine interface

Future
Network Elements or

Data Lake Digital twins
ontroller

- 0
CLA/

Network state data (current
and historical)

Anomaly detection

’ Al-initiated actions

-

Al Agent

A
Answers . ‘
Results ﬂ

Information s
Retriever

v
A

2%
‘.| Questions

Instructions

Al-initiated questions

User guides

Installation guides
APIs specification
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Outline

» Broadband access network vision

* Challenges in broadband services

 Solution (autonomous network, digital platform, Al)
Al applications

 Lab test
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Broadband Network Infrastructure: Towards All-Fiber Network

Data Center
(Core, Backbone, Home/Business  Campus/Verticals  Device/Machine

Metro, etc.)
| o »  Broadened bandwidth spectrum for end
juy 2 y: & users: fgOTN, 50G PON, WiFi7
- - & A
— - %%‘2}3 ol >  Premium services with guaranteed &
| >} |af A 4a reliable E2E QoS
N—g? Il
N A 1 4 > Autonomous Network
@
»  Green networking
OTN exiegifie“g €O FTTH-> FTTR FTTO->FTTD FTTC->FTTM
1000KM 10KM 1KM 10M 1M

*  Fiber to everywhere, end to end (FTTXx, optical to cloud)

 Extending reach to more end users : 2Home/Room/Business/Consumer/Mobile/Device/Machine

*  Massive number of connections: x3 (room), x10(desk), x30(machine), x100(smart city)



Broadband Service Challenges : Operation & Management

Low Marketing Success Rate High O&M Cost Low Subscriber Loyalty
L *  Muitli. System
e Multi. Dept.
P;g:vczfe Service T?:ftﬁc Ig?zrt]%r * Isolated Data Sets

.
Manual
® 24H Diagnostics &
Experience Bl EERGEE User Peek
Requirements Experience Bandwidth PONTINS STAM R
gmt  Wi-Fi Mgmt . . .
@ quality incidents

Fixing
identified through user

Un-visualizable user
experience

15min 5min

complaints

»ow
i
O]

O High O&M cost with networks and subscribers growing significantly in size and complexity

[ Exponential amount of data collected in the networks making it impractical with human-aided O&M
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Broadband Service Challenges : Paradigm Shift in User
Applications and Requirements

;:TID

Real-time User/Application Experience Determined SLA e
}} Q Network

Home Scenario Business Scenario }}

Scenario-based Self-Service Subscription Time-to-market Efficiency /i
" . i i — One-stop service
HSI Scenario 22‘:\:?2%22;';’3'5 B :ooscription }}
FTTR ) o

100Mbps Al, Big data & cloud

L office industry J

On-site Survey B==gu Flexibleservice
Giga-band ) gGTV H - Installation . orches\t/ranon
° mart Home . .
. *  On-site Service Automatic resource
L J L Turn-on & Testing allocation J
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Building Autonomous Network for Broadband

Generic Autonomous Network Level Classification Criteria

Closed-loop Operation
Al-embedded

Revenue:
Digital enabling

Efficiency:
Agile operations

Business intent

F.usiness operaticns

S — ——
q siness closed-loop

Service intent

Serwces operatlons

rwce closed- I

RESOUI‘CE intent RESOUI‘CE intent

NS ___2"

S e~

Business
operations

Service
operations

Resource

operations

L: L1: L2: L3: L4k L5:
‘”‘“"""EQ."E“E Manual Assisted Partial Conditional High Full
Operation & Operation & Aulonomous Auronomous | Aufonomous Aultonomous
gintenance dintenance Merworks Merworks Mebrworks Nelworks
Exacution P RS
Awareness P Pfs
Analysis F P
Decision P P
Inh
n E-‘I'I Hf P p
Experience
Applicabilify MNfA Select scenarios All scenarios
P Peaple manual) % Systemm (autonomeus)

Industrial Consensus on Autonomous Network Evolution

-2021
Self-monitori

ng

Self-configuration

-2023
Self-analysis
Self-diagnosis

-2025
Self-optimization
Self-healing prediction
and prevention
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Cloud-Native Digitalized Foundation w/ Al for Autonomous Network

w Application Identification Efficient Deployment Experience Perception and Improvement

L
L )

Qan

5-dimension experience data modeling : network | terminal | service | user | application

Digital World

é‘@ ol Application Lagging Slow Disconnected
.’,"., User Low QoS High-BW usage Low Satisfaction
‘ | | | Wt Sevies Delay Jitter Packet Loss
Network Signal Strength interference Wi-Fi Rate
Terminal Optical Power Port Failure Alarm/PM
: $ * \
Video Lagging Game Delay

Interference Power Attenuation

Optical Power

Signal Strgagth

Real World

[ 88 o 100
a 7 1 - 1
oL : n .
0 . Application Experience
Wi-Fi Data Collection / > :
A °™ ' &
FTTR ODN AEC
HE ol W ol |
o rui
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Cloud-Device Al Synergy

Cloud SDN Controller
LGN Intelligent APP/Terminal/User Slicing Mécliel
Control Dynamic Call Control

Intelligent Control Protocol

Scenarios

@) Pri Lin .
@) Frivate Line Control Plane OMCI Extensions Control Plane
. A _
Realtime SLA Dat CA|I| i P Al i
",4. M n‘ ‘n ata CLollectio H : o o :
F@ \on'toring Q Computing . >en S

Data Plane Computing
Infrastructure

e WIiFi Roaming _
& eT

E2E Network Slicing

v" Centralized SDN control and data analysis with Al/ML algorithms

v’ Distributed intelligence embedded on access nodes (OLT, ONT, etc.) to facilitate data collection and edge
computing

:: FUTUREWEI
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Measurable Real-time User Experience

Proactive Home Broadband Quality Evaluation
Al Model Training Experience Analysis Precise Diagnostics

Streaming Lag

= L/\\/ Latency

Average Rate of Network-wide Wi-Fi
User

P Correlation
C El 2783 618 Analysis

Dimension @ Experience Score

S . k Router 4 : /
ervice Networ . . O
® Regional Traffic Rank & Trend WL Y/ \Anerterence
82 KPIs 256 KPIs ooN > [
PSPU Collection Parameter/Port eI - /
Transpo D
> 11,000,000 por > [
Model training
3-D Customer-Experience Index Real-time Application Measurement fl il ciTclative Analysis of
(CEl) model Application & Network KPI

O Precise marketing — categorize and identify customers with low-quality experience
O Instant troubleshooting to improve O&M efficiency and customer satisfaction
 Network and application performance optimization
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Al Application: Intelligent Wi-FI Interference Control

=3

| |
NI
PON
network
|
|

=/ Ch. Width

| "Ry

End user
device

Interference

= hiWidth

I"}‘MI

SFU

IFDN

End user
device

— Interference

%, |Ch. Width
I49M I

|
|
-}
| |
| |

FTTR

>
>

« Dense ONU deployments with Wi-Fi
APs a small area in FTTR scenarios can
result in severe signal interference and
degraded application experience

End user

device

« # of users connecting to an ONU Wi-Fi
AP can vary depending on the
movement and bandwidth requirements

of the users

Ch

Scenario-based
Al Algorithms

Controller or OLT @@
‘ \ppl ¢ analysis
gurat r J

...,-
@ |
J

Ch. Width — 7| Ch. Width
| ,.\ [ INU 1 Wi-Fi . 10M ONU N Wi-Fi IAZ/C)AI\/I|
:]a — | = | _ - (=)

Real-time status of all Wi-Fi devices are
streamed to PON controller to build up Wi-Fi
topologies

Scenario-based Al algorithms are used to
analyze interference hotspots and create optimal
Wi-Fi configurations

Optimal Wi-Fi configurations are pushed to the

Technologie



Al Application: Intelligent Performance Monitoring in
Access & Home Networks

Scenario-based

Latency/jitte Latency Spike )
Sensiti¥lejll-\m: \/ A@!gomhms
Peak latency E [Cretemeny ] Classification & <¢>
= ) s ”| Policy Generation Access
‘ i S Avg. latency r EETTTETT— —‘ SDN Controller B
O Latency spikes.affect user experience Tel 1
. during the periods of low avg. latency Cgueen;fo?/ Telemetry Filtering /
QoE ] YA - : pre-processing
Detection ,, | 'y ((((-ﬁ N v &@
Accurac
o )
68 65 R él
60 ' ' ' ' ' ' ! Sampling Frequency (sec.) . ((((. ODN el
120 60 30 10 5 3 1 p g q y : ONT
Hg?nres gggclesslgnr?gtc\:/;[/ggktsjyatr?de igus%lgg eogtibl o + Dynamically adjust the monitoring frequency
to dynamic traffic pattern changes over time and amount of data collected over time
« Performance monitoring is essential to o
identify and resolve QOE problems. « Apply Al to analyze historical performance data
Frequent monitoring (collection with shorter to understand the life-cycle performance curve
interval) results in faster QOE problem and identify potential risks/problems in advance
detection at high cost.
. Wi,;f.h C'OStehd'looF) autom?tionEAl C%T help - Build profiles for key users (video, gaming, etc.)
optimize the accuracy of QOE problem to apply fine-grained performance monitoring

detection at a lower cost
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Lab Test : Autonomous Level Evaluation of Home Broadband
Network

» Lab test was conducted by CCSA on a quality broadband intelligent operation and maintenance

system

« +22 test cases focusing on user/application experience over a FTTR broadband access network

» Cloud-native access network controller with Al/ML analytics

» The result shows that in all tested use cases the intelligent solution achieved L3 - L4
autonomous network capability

Autonomous Network
Levels

L4

L3

L2

L1

Auto-data collection
Auto quality identification
with Al models

Auto-data collection
Auto quality identification
with pre-defined policies

Auto-data collection
Manual quality
Identification

Manual data collection
Manual quality
Identification

Scenario Weak light recognition Wi-Fi quality analysis TCP flow quality Osvcf)rrae”
Poor Quality *  Weak light Collection & Collection & Identification |Collection & Identification
Identification & recognition Identification - 4 -4 -4
LorafioT *  Wi-Fi quality
analysis ) . .
. TCP flow quality Location - 4 Location - 4 Location - 3
Scenario Remote office Remote Education Online Gaming HD Video
Poor . . . ; e .
Application «  Remote office Collection & Collection & ldentification |Collection & Identification |Collection &
Experience «  Remote education Identification - 3 -3 -3 Identification - 4
Identification &[° ©nline gaming
Location * OTT Mobile Video || gcation - 3 Location - 3 Location - 3 Location - 4 35
* HD Video :
. Poor quality user Poor quality user Poor quality network Potential
Scenario . e S T
identification optimization optimization Customer
) Collection &
* Poor quality user Identification - 4
Management & identification
Maintenance - User optlmlzatlon Poor quality user Poor quality network o]
* Poor quality o R Customer
. ) optimization - 4 optimization - 3 -
recommendation Location -4 Tagging - 3

* Potential Customer




Summary

* The evolution in user applications and needs necessitates enhanced
network automation and intelligence to adapt to the changing landscape

« Autonomous network empowered by Al/ML facilitates automated service
operations and enhances the application/user experience while reducing
O&M costs

« Reported test demonstrates real-world applications of Al for O&M
automation, achieving L3-L4 autonomous networking

. FUTUREWEI
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Thank You.

Copyright © 2019 Futurewei Technologies, Inc.
All Rights Reserved.

The information in this document may contain predictive
statements including, without limitation, statements regarding the
future financial and operating results, future product portfolio, new
technology, etc. There are a number of factors that could cause
actual results and developments to differ materially from those
expressed or implied in the predictive statements. Therefore, such
information is provided for reference purpose only and constitutes
neither an offer nor an acceptance. Futurewei may change the
information at any time without notice.
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A SECURE AND REUSABLE ARTIFICIAL INTELLIGENCE PLATFORM
FOR EDGE COMPUTING IN BEYOND 5G NETWORKS
Al@EDGE

Bringing the Al to the EDGE

The AI@EDGE Proposal and Challenges

Jovanka Adzic
TIM S.p.A. —Innovation

Lead Editor of AI@EDGE Overall Architecture

Neiva Linder, PhD
Research Leader — Network Management & Automation
Ericsson Research

AI@EDGE WP2 leader on Architecture
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A Secure and Reusable

AI@ED?ﬁ) Al Platform
for Edge Computing

in Beyond 5G Networks Rl =

i L L :
’ l[.r\}l.(lltil[l)\
< RI

ERIC?ON SE

4 SAFRAN

Key project figures

UNIVERSITA
POLITECNICA

¢ H2020-ICT-52-2020 PrOjeCt ’ P%'&Egﬁgo DELLE MARCHE

5G PPP — Smart Connectivity beyond 5G ~
: . | S ITaTEL 2 athonet
e Research and Innovation Action e,cnam
 Duration: 36 Months &zz/a,—- £
(1.1.2021-31.12.2023) :
* 20 partners AtoS

(10 Academia, 4 SMEs, 6 Industries)
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Bringing the intelligence to the Edge

Why?

Cloud
Robotics
Industry ,"
4.0/5.0 ! s

b

Smart City

featl
He
Smart
Mobility

-

Extended
Reality —
Metaverse

End-user devices

AI@QEDGE

Cloud and MEC Systems

Access
Network

i

il

Near
Edge

Far Edge Cloud

v
Latency

v
Resilience

v
Security

Gruppo TIM - Uso Interno - Tutti i diritti riservati.

v
Bandwidth



Al@EDGE System Architecture AIGEDGE

Position and Focus

S e e e e Al/ML for closed loop automation
R e Migrafionand e | Migrafionand & Uil
g Bg Scaiing .'" Scaling .'l i s
| B . = o i -
i Latency-crifical AlFs Low-latency AlFs Latency-folerant AIFs (' & £ . : : : :
b W s L LIS S I CEC S 2 S S e N5 R o T MU S S " x £ Privacy preserving, machine learning for multi-
g 5
. ) stakeholder environments
AIGEDGE Network and Service Automation Platform (NSAP) E 3
Multi-Tier Intelligent Orch. slice g
Orchestrator Component Manager ROn-RE Bt &
Distributed and decentralized
connect-compute platform
: ?{
? = g
WEE NFVO 2 Provisioning and Orchestration of
M sl §E Al-enabled applications
VIM L
= Q) 1 - B i
A = %ﬁ g
{, RU VIM —] —= © Hardware-accelerated serverless platform for
g ; | Al/ML
—xl % Far Edge Near Edge o CIouq
Antenna Site Radio Access Site Local Access Site / Central Office National Data Center Cross-layer, multi-connectivity, and

disaggregated radio access

Gruppo TIM - Uso Interno - Tutti i diritti riservati.



AlI@EDGE Use Cases AI@REDGE

& Virtual validation of vehicle cooperative ({3 Secure and resilient orchestration of (I)loT
perception networks

Edge Al assisted drones in beyond-visual- Smart content & data curation for in-flight
line-of-sight operations entertainment and connectivity (IFEC) services

@5TONIC

Gruppo TIM - Uso Interno - Tutti i diritti riservati.



Network & Service Automation Platform (NSAP)

Service Diata
Management Management Other NSAP
and Exposure: and Exposure Slice Manager Functions/Services

Network & Service
Automation Platform

0L 08 o ® o 0 g NSAP

., &1 related Al
RAMNICore 8 RAN/Core 8 RAN/Core Model Data | services |00 RN 01 ! -
NF FM NF PM NF CM Mal‘laDEr Pmcessur Cullec‘lnr ) | Dellverable Dz.3
. 1 i

_, Connect & Compute
b | Platform

CCP

Core CP .y

Near Edge Model
Manager Pmcessur

MEOto ’ I FETT—
MEOQ | Intelligent Orch. ,-' MEC Host

:- = s s Component :
. i MEC
5 H Apps/AlFs
MEC mms
H MEC Platform

Apps/AlFs H
(v o ' Project focused on R&D of key
[contairnes/serverless c = I
' interfaces/components only, such as MTO,

Orehestration
10C, Model Manager,
MTO <->I0C, MEO<->MEO

(ies)
\—H [1"]_‘9_‘ Dam 1 but acknowledging different technology
Collctor J [~ | trends, such as SBA in NSAP
—

// Far Edge mm5 | \

AI@EDGE Architecture

MEC Platform
Management

Far Edge ] | Daz |
............... T Core UP NFs | N3 l y ! ey .
- i 6 — \N-s [ cu-up ]..H ..[ DU ]{_ r— Consumption of 5&NICEEA Eﬂﬂ«::f;ﬁ::‘ﬁ:emu
mm4 . |MEC AppsiAIFs Appsmmﬂ\ R ‘ Collectar .
: a Service : MPTCF Proxy ~ Production of services "g":l" '".":J‘.“"“
: : “ .I" automaiion ntelliigence
= bl MEC Platform I - Y
At Dataplan®  geep Control planes
— %{mm“"”1 . ] ; ) 5G System 1
\\ e — n 5G System Level
A / Data 4ow-np Crosseplatform andior sross-
\ pipeline system gonirol planes
MEC System 1 MEC System 2 5G System 2 . )
: H 4 X A5G System Level v MEO: Multi-access Edge Computing Orchestrator

“MEC System Level MEC System Level .



https://aiatedge.eu/wp-content/uploads/2023/05/AI@EDGE_D2.3_Consolidated-system-architecture-interfaces-specifications-and-techno-economic-analysis_v1.0.pdf

AlI@EDGE System Architecture AI@EDGE

Key proposals: avoiding Al-Silos with reusable Data and ML pipelines

Al pataandivit E2E System Distributed

Pipelines .
“On-platform" pand Orchestration and Connect Compute

Al

"In-platform"
Inclusion

Inclusion Management Platform
Governance

ifl

Network & Service Automation Platform (NSAP)
| ) ( )
1 vanagement I Management Other NSAP
T e ey [
\ (
o ®

if4

Going beyond specific Use Cases
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AlI@EDGE System Architecture

“In-platform” Al: Rule-based Al, ML-Al, and combinations

Intelligent . ’
Placement of 4
Services at the

Edge Al Algorithms

and
Models

Application
Placement and
Active Node
Minimization

Gruppo TIM - Uso Interno - Tutti i diritti riservati.

AI@QEDGE

Anomalous Event
Detection

Forecasting of
measurable
performance
indicators



Aspects of an Al-Native Architecture AI@EDGE
Possible thinking, Cloud Native analogy

Intelligence Distributed Data
everywhere Infrastructure

Microservices DevOps

(- ™ (= MLOps) (= DataOps)

Q g Dev f-a Ops
© o Cloud |
cri/cp LN Containers Al Native

11 Architecture
HEE

Exposure of Al services Managing all of this

(Alaas) (Zero-Touch

Automation)

Al-Native Architecture = intelligence everywhere + distributed data infrastructure + zero-touch + (optionally) AlaaS




From using Al to Al-Native AI@REDGE

Evolution

: Al/ML Model
Domaln B orchestration
Domain A Domain A Domain A (cross-domain)

Layer z

Al/ML
model

Layer z

Al/ML
model
Layer ... Al/ML
model

model

Al/ML
model

Al/ML
model

Al/ML
model

Al/ML
model

Layer ...

Al/ML model

aJnjonJisesjul uaaLp-eleq

(urewop-sso.4d) ainjanaiseljul UsALIp-eleq

>
>

'S
V'S
v

Today
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Challenges and Open Questions

AI@EDGE
Looking ahead

* There is a need to shift the
focus towards edge DataOps
and MLOps.

* Enhancing DataOps and MLOps
to ensure deployment and
management of machine
learning models in federated
edge environments.

)

é 6% * An optimal resource allocation

approach considering pricing
and sharing mechanism

* Revenue distribution based on
the executed workload need
to be implemented to
maintain fairness and
incentivize collaboration

)

Near real time Data
Analytics processing

Al “in-platform”
challenges

Al “on-platform”
challenges

’ ’

— Ty et e

* Energy performance included * Support ubiquitous data

in overall indicators
Further extend energy
efficiency for 6G edge nodes.

collection, aggregation, fusion,
processing, and distribution
services at the edge

Real-time requirements for
Al/ML functions with
constrained computation

i i i - resources.
* Further intersection and Software * Enabling Cooperative Business dimension
integration of device development for Intelligence by running Prlcmg and sharlng
intelligence and edge . . algorithms on platforms which mechanism
intelligence mtelllgent edge may be geographically distant

)

Gruppo TIM - Uso Interno - Tutti i diritti riservati.

)



Al@EDci)

d ..

UNIVERSITY

Z RI

-

ERIC?ON SE

o B

? Forschungszantrum

- fUr Kinstiche
intalligonz GmbH

~ SAFRAN

Thank you

!’_y NIVERSITA

JLITECNICA
POLITECNICO ELLE I\U\RCIIIE
MILANO 1863

le cham A TATEL - 2D athonet

lrreia— B

AtOS

@,AEQCTUCLS



ﬂ |lprooldbclnd
orum

Town Hall Innovation Series



	Slide 1
	Slide 2
	Slide 3: Artificial Intelligence and Machine Learning Town Hall – Agenda
	Slide 4
	Slide 5: Focus is creating business Impact 
	Slide 6: Focus is creating business Impact 
	Slide 7: Focus is creating business Impact 
	Slide 8: Focus is creating business Impact 
	Slide 9: Focus is creating business Impact 
	Slide 10: Architecture PiLlars
	Slide 11: Architecture PiLlars
	Slide 12: Architecture PiLlars
	Slide 13: Architecture PiLlars
	Slide 14: Different use case categories have special architecture requirements to fulfill
	Slide 15: AI Products: Perception versus Reality
	Slide 16: Abstract Data Science frameworks from operational aspects More focus on automation of ML operation (Mlops)
	Slide 17
	Slide 18
	Slide 19: About NEURA
	Slide 20: Intelligent assistants to amplify humanity everywhere & anytime
	Slide 21: From automation to collaboration
	Slide 22: Plenty of cobots to choose from …
	Slide 23: … yet they are far from being truly collaborative
	Slide 24: Why we don’t have more robots in our lives
	Slide 25: Comprehensive environmental perception  and interaction in one device
	Slide 26: Bringing cognitive abilities to robots
	Slide 27: Comprehensive portfolio of robotic assistants
	Slide 28: Creating next-level technology
	Slide 29: Touchless Safe Human Detection technology
	Slide 30
	Slide 31: Sneak peak: The future of intralogistics
	Slide 32: Seamless fleet management
	Slide 33
	Slide 34
	Slide 35: The super-brain for a community of cognitive robots
	Slide 36
	Slide 37
	Slide 38
	Slide 39
	Slide 40: Thank you!
	Slide 41
	Slide 42: Harnessing Machine Learning for Enhanced Optical Networks  A State of the Art Update from the IETF and IRTF 
	Slide 43: Objectives of This Talk
	Slide 44
	Slide 45: Building Blocks
	Slide 46: IETF Work on Optical Fixed Networks
	Slide 47: Abstraction & Control of TE Networks (ACTN)
	Slide 48: ACTN and CloudCo
	Slide 49: ACTN For Fine-Grain Network Management of Optical Networks (ACTN FGNM)
	Slide 50: IETF YANG Models for Everything
	Slide 51: Lessons Learned IETF YANG Modelling
	Slide 52: What is a Network Incident?
	Slide 53: Event-Condition-Action
	Slide 54: Putting the Building Blocks Together
	Slide 55: What Do We Want ML To Do For Us?
	Slide 56: Example Use Case:  Fault Localisation and Diagnosis
	Slide 57: Ongoing Research and Next Steps
	Slide 58: How to Influence the IETF Work
	Slide 59
	Slide 60: AI/ML for Access Network  BBF TownHall Innovation Session March 4th, 2024   Benoît Drooghaag AI/ML Application Expert Nokia
	Slide 61
	Slide 62
	Slide 63
	Slide 64
	Slide 65
	Slide 66
	Slide 67
	Slide 68
	Slide 69
	Slide 70
	Slide 71: AI Applications and Impacts on Broadband Network
	Slide 72: Outline
	Slide 73
	Slide 74: Broadband Service Challenges : Operation & Management
	Slide 75: Broadband Service Challenges : Paradigm Shift in User Applications and Requirements
	Slide 76: Building Autonomous Network for Broadband
	Slide 77: Cloud-Native Digitalized Foundation w/ AI for Autonomous Network
	Slide 78: Cloud-Device AI Synergy
	Slide 79
	Slide 80: AI Application: Intelligent Wi-Fi Interference Control 
	Slide 81: AI Application: Intelligent Performance Monitoring in Access & Home Networks
	Slide 82: Lab Test : Autonomous Level Evaluation of Home Broadband Network
	Slide 83: Summary
	Slide 84
	Slide 85: Bringing the AI to the EDGE   The AI@EDGE Proposal and Challenges 
	Slide 86: Key project figures
	Slide 87: Bringing the intelligence to the Edge Why?
	Slide 88: AI@EDGE System Architecture Position and Focus
	Slide 89
	Slide 90
	Slide 91: AI@EDGE System Architecture Key proposals: avoiding AI-Silos with reusable Data and ML pipelines
	Slide 92: AI@EDGE System Architecture “In-platform” AI: Rule-based AI, ML-AI, and combinations 
	Slide 93: Aspects of an AI-Native Architecture Possible thinking, Cloud Native analogy
	Slide 94
	Slide 95: Challenges and Open Questions Looking ahead
	Slide 96
	Slide 97

